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Adopting Responsible Al
in Practice



“the practice of designing, bui'ldin'g and deploying Al in a manner that smpowers people ‘and busi
impacts customers and society — allowing companies to engender trustand scale Arwitl i
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Al expected to add $15 Trillion to World Economy By 2030

THE ECONOMIC IMPRCT OF

ARTIFICIAL INTELLIGENCE

“In five years every

by Cognitive Computing.”
IBM CEO

‘ S3.7

= HORTHEK | decision will be impacted
AMERICA 2

SOUTHERN

LATIN
AMERICA b

. D Al will be as transformative

Projected Global WORLD DEVELDPED to human kind as fire and

Economic Effects i C e
of Al by 2030 @ electricity.

Google CEO

“Human-Al partnership can help solve society’s challenges
and release human creative potential.”
Microsoft CEO
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Limitless Opportunities

CANALCIALI

™l A e~aEE=—g e
!'— —lk -

Maternity/parental benefits Caregiving benefits Other measures
Making El maternity and parental More options to care for critically ill Other recent changes to the EI
benefits more flexible loved ones Program

Across Canada, over Th atvs

4,000 mry

people die by suicide
every year.

DEATHS
every
single
day.

Accenture helps Ireland pilot tax savvy chatbots
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Diminishing Public Trust

The More it Matters the Lower the Support for Al

ACCEPTABLE

Al & algorithms rather than people deciding on your health and dental
insurance claims.

36%

Al & algorithms rather than people deciding on access to government
support programs for such as employment insurance.

33%

Al & algorithms rather than people deciding on which medical interventions
are best for you and your family during an illness or after an accident.

32%

Al & algorithms rather than people deciding on the implementation of
government policies such as who can immigrate to Canada.

28%

Al & algorithms rather than people deciding on whether a person gets a

job. 22%

18%

Al & algorithms could replace your job entirely.

M Foreach ofthe following, please indicate...: - assuming thatit doeshappendoyou think it is veryacceptable,
somewhat acceptable, not veryacceptable, not at all acceptable. - Top 2 Box Summary.
©2018 Ipsos Base: All Respondents. Total (n=2,001) 24
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Contributing to Fear
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First Generation Al Policy

Francais
I* Government  Gouvernement .
of Canada  du Canada BearchiCanace o n o Pe er review
Jobs v Immigration v Travel v Business v Health v Taxes v More services v ° N O't i Ce
Home + How government works = Policies, directives, standards and guidelines °
* Humanin the loop

Directive on Automated Decision-Making - Explanation requirements

The Government of Canada is increasingly looking to utilize artificial intelligence to make, or assist in making, administrative [} Te S't i n g

decisions to improve service delivery. The Government is committed to doing so in a manner that is compatible with core

administrative law principles such as transparency, accountability, legality, and procedural fairness. Understanding that this . .
technology is changing rapidly, this Directive will continue to evolve to ensure that it remains relevant. ° M O n Ito rl n g

Date modified: 2019-02-05

Expand all ‘ Collapse all J v More information o ¢ Tra i n i n g
B P + Contingency Planning

1.1 This Directive takes effect on April 1, 2019, with compliance required by no + ienin scptl ° A p p rova I tO O p e rat e t h e

later than April 1, 2020. lElPrint—friendIy ’ XML ‘

1.2 This Directive applies to any Automated Decision System developed or SySt e I I I

procured after April 1, 2020.
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Developing the Algorithmic Impact Assessment

Algorithmic Impact Assessment

Link to GitHub project repository.

Choose File No file chosen ‘
Start Again

Algorithmic Impact Assessment v0.7

Page 8 of 13

Impact Assessment

Will the system only be used to assist a decision-maker?
® Yes
No

Will the system be replacing a decision that would otherwise be made by a human?
® Yes
No

Will the system be replacing human decisions that require judgement or discretion?
® Yes
No

Please describe the decision(s) that will be automated
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All Companies are Becoming Technology Companies

BRAINBOX

AUTONOMOUS Al HVAC

TECHNOLOGY: THE

BEGINNING OF A NEW ERA
IN BUILDING

AIRBORNE VIRUS MITIGATION PROGRAM IN RESPONSE TO COVID-19

Future of mining with Al:
Building the first steps towards
an insight-driven organization
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We love technology, but recognize...

Sometimes it hurts people

° Incorrect identification

through facial recognition

S Misdiagnosis of health issue

S Biased prediction for:

o jail sentence

o insurance rate
o access to credit
o health treatment

A Responsible
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Sometimes it doesn't get us (or see us)

finnipeg
.
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.

sur-
K software Quévillon
.
Law Enforcement
nin

MINN.

Saint Paul

Rochester
.

Gender and other minority bias
for hiring practices
Lack of recognition by computer
for:
o people with disabilities
o people of colour

Man falsely accused of larceny
due to facial recognition

QUEBEC

Detroit Michigan, USA E 9

The facial recognition software used by Quebec
.
the Detroit Police Department

isclassified a man and ch i

misclassifie and charged him Montreal

with larceny. :
Y. Ottawa

Wi More Info

v
N.H.

Toronto
Milwaukee London
. .
Deuro’. / *Buffalo NivaR oY
MASS
venport levelan
enp Toledo” .C eveland CONN.
PA. Brookhaven
OHIO Harrisburg
I = N.J.

© RAI Institute 2021

Sometimes it collects information about us

without our explicit knowledge or

permission
® Social networks
° Contact tracing apps for health
° Complex terms of service
agreements

e Automated purchases through voice

recognition systems
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Why do we need Responsible Al?

e Trustin Al systems is at an all time low

Clear regulations aren't in place yet

e There has been a significant response from
companies, academics, and governments to

better understand how Al can be responsible.

e These responses have come in the forms of
reports, research, principles documents, and
tools.

e While lots of good advice is readily available,
it is difficult to navigate what to do.

e Finally, having a single framework would
allow for a common understanding of what
approaches should be taken by Al
practitioners.
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The Response

BS 8611:2016

TIgDARDS BY ISO/IEC JTC 1/SC

ETHICALLY FILlGﬂED DESIGﬂ

First Edition

BSI Standards Publication Artificlal intelligence

/ Montréal Declaration . * e TrEcNICAL REPORT * The . Nationale Strategie fir
. " E . . . . . AN | Federal Government l’z Kinstliche Intelligenz
Responsible AI _ .. ; 2 . Standards for Al Governance: Robots and rObOth deVlceS | Al Made in Gormany

International Standards to Enable Global
Guide to the ethical design and
application of robots and robotic

e Artificial Intelligence Strategy

Coordination in Al Research & Development

Aprit 2019

MAKING CANADA A COMPETITIVE, DATA-DRIVEN, DIGI!
Status: November 2018

Tha European Cor NATIONAL DIGITAL AND DATA CONSULTATIONS

Current Waves
HIGH-LEVEL EXPERT GROUP ON A = sonons § wowe Q soamon Ehe New Dork Simes
ARTIFICIAL INTELLIGENCE e b e B E:;:{:;Ts;g; = Eemeeach Ciovem
* [ Alencion Smart Connected Eaencstudio
* X & anachuing e Clies enasociey
* * .
* * Technologies are reshaping the way people live and connect, the nature of work and S 3 4
* * industrial production ln a ore S
ol s,
80Bonnected devicesby 2025
Incusticrobots o roach 3 by 2020 i \ Framework for
DRAFT Al Glabl GOP 145% higherin 2030 Artificial
Neaty 10% of o cutomatea \ / Intelligence

ETHICS GUIDELINES
FOR TRUSTWORTHY Al

28 active Facebook users

4B Google search per day — 1.2T annualy HUMAN RIGHTS Coul§ t:e islam: state:
new instrument provide .
IN THE AGE °F fresh insights for x
regulating our A.l. future?
ARTIFICIAL

INTELLIGENCE

Cybercrime fo cost $¢T annually by 2021
Werkng Cecunen far Sabebebden’ convseratise

ok, 18 Oecambor 3818
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Al for Good
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OCode Olsswes 389 I\Pulroquests 38 [ Projects 2 1) Securlty i Insights

Fnatle  Hatory

e it 0 vrsion 14 42702 [r——
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INSTITUTE

An ITU experience

DEVELOPMENT.md

FRANCE

BIARRITZ
2019 e RghsCan, we gt o maman i3t 1 i g 50

READMEnd

ASILOMAR Al PRINCIPLES

What I Too_Notebook Usage iy

accessnow
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A Plethora of Al Principals

e Al Global mapped over 90
standards, policies, whitepapers,
and frameworks

e Nesta is tracking Al Governance
Tools, they currently have 256
contributions

e Oxford Internet Institute and
Digital Catapult looked to create a
common typology based on over
100 documents

e Berkman Klein mapped 35 of the
key policies and principles to find
commonalities
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Al Governance
Database

Categoryl

Organization Typel

e |3 9@0 999

212 2
1351

* O

~0

18

2020

An Act Relating to arificial intelligence-enabied profiing
(HB2644)

| University

> arXiv:1905.06876

PRINCIPLED
ARTIFICIAL INTELLIGENCE e

AMap o Ethical and Rights-Based Approaches to Principles for A

‘Computer Science > Computers and Society
S From What to How: An Initial Review of Publicly Available Al Ethics Tools, Methods and
e Research to Translate Principles into Practices

Jessica Morley, Luciano Floridi, Libby Kinsey, Anat Elhalal
(submitted on 15 May 2019 (v1), last revised 13 Sep 2019 (this version, v2))

= o ‘The debate about the ethical implications of Artificial Intelligence dates from the 19605, However, in recent years symbolic Al has been complemented and sometimes
replaced by Neural Networks and Machine Learning techniques. This has vastly increased its poential utilty and impact on society, with the consequence that the ethical
debate has gone mainstream. Such debate has primarily focused on principles - the what of Al ethics - rather than on practices, the how. Awareness of the potential
ssues is increasing at a fast rate, but the Al community's ability to take action to mitigate the associated risks is still at is infancy. Therefore, our intention in presenting
this research is to contribute to closing the gap between principles and practices by constructing a typology that may help practically-minded developers apply ethics at
each stage of the pipeline, and to signal to researchers where further work is needed. The focus is exclusively on Machine Learning, but it is hoped that the results of this
research may be easily applicable to other branches of Al The article outlines the research method for creating this typology, the initial findings, and provides a summary
of future research needs.

Comments: 15 pages,links 10 typology available on the web
Subjects:  Computers and Saciety (cs.CY); Atifclal Iteligence (cs A Machine Learning (¢s.G)
Cieas:  arXv:1905.06876 [es.CY]

or arkiv:1905.06876v2 [es.CY] for this version)

Bibliographic data
(Enable Bibex (What is Bibex?))

Submission history
From: Jessica Morley [view email]

(v1] Wed, 15 May 2019 07:38:44 UTC (462 K8)
= 1v21 Fr, 13 Sep 2019 12:10:32 UTC (335 KB)
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Responsible Al Landscape

IBM 360
Fairness
Toals AI
What If? —
— DotEveryone
|
Do Tanks
I1SO
ITU World Economic Forum
Standards
Organizations
IEEE Cognitive
UCEANIS \ S{:ale
CogX Al :
Companies
Conferences Element Al
Al for Good
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Future of Humanity

IBM Microsoft

EU High Level Commission

Government
Regulators

OECD Al Observatory

MILA

Oxford Internet

Access Now Institute
Think Tanks and Research

Partnershipon Al-  Alan Turing Institute
Industry Group

Al Now
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OECD Principles

The Recommendation identifies five complementary values-based principles for the
responsible stewardship of trustworthy Al:

Al should benefit people and the planet by driving inclusive growth, sustainable
development and well-being.

Al systems should be designed in a way that respects the rule of law, human rights,
democratic values and diversity, and they should include appropriate safeguards — for
example, enabling human intervention where necessary — to ensure a fair and just society.
There should be transparency and responsible disclosure around Al systems to ensure that
people understand Al-based outcomes and can challenge them.

Al systems must function in a robust, secure and safe way throughout their life cycles and
potential risks should be continually assessed and managed.

Organisations and individuals developing, deploying or operating Al systems should be held
accountable for their proper functioning in line with the above principles.

AI Responsible
Artificial Intelligence © RAl Institute 2021 | All Rights Reserved | Confidential | Do Not Use Without Permission 17
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Responsible Al Trust Index - operationalizing the principles to protect the public

Al systems should respect data Al systems should be explainable
privacy and avoid using customer to ensure that people understand
data beyond its intended and Al-based outcomes and can

stated use. challenge them.

Explainability
and
Interpretability

Data Quality
and Rights

Al systems must function in a robust, Al systems should mitigate unwanted
secure and safe way throughout Bias and bias and drive inclusive growth to

- Robustness ;
their life cycles Fairness benefit people and the planet

Accountability

Organizations developing, or
operating Al systems should be
held accountable for their
proper functioning.

A Responsible
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Accredited Certification Program for Al

Many claims are
made by companies

. Consumer Trust In Al-Generated Advice
a ﬂ d t h e| r SySte m S (%age that would trust advice across industries)
are ethical and

responsible I l

E T /_/ / C S | ! Retail Hospitality Heathcare Financial Services
AND I | e ———————
RESPON 4
OF Al N ¢

_.R AIETHICS However consumers

still don't trust Al

A Responsible
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Similar to other industries, verifiable
accredited certification programs
have helped consumers know what
can be trusted.
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Certification Approach

Build Accredit Audit Certify
A comprehensive community Framework assesed by Audits performed by trained Four levels of RAI
validated framework National accreditation bodies and independent auditors Certification are awarded
RAI Certification Framework dimensions
| | | | |
Accountability Bias and Fairness Data quality Explainability and Interpretability Robustness

AI Responsible
Atrtificial Intelligence
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RAI Leading the Charge

RESPONSIBLE Al DESIGN ASSISTANT

29%

Bias and fairness

Does your organization have a review model in place including looking at aspects of diversity and complete representation to
ensure alternative perspectives or viewpoints are taken into in ad: of the sy operating?

select all that apply:

O Governance board includes diverse and complete representation including members who represent each area of the organization
as well as those with legal and financial responsibilities.

Responsible Al
p O Governance board includes a minimum of one individual with reasonable experience and knoweldge in ethics.

I r u St I n d eX O There is a mechanism and review process for items raised by individuals or groups working on the project to present information
such as potential issues, including but not limited to, risks (eg. biases, maturity of process, lack of fairness, etc)

O There is a mechanism and review process for credib
limited, potential risks of the project (eg. biases, maturi RESPONSIBLE Al DESIGN ASSISTANT

O If a third party (eg. government body, civil society or;
mechanism and review process to ensure their questio Results

O No review model

Feedback: @ Score  Report Card
Responsible Al Responsible Al e =
Design Assistant Certification Mark —— = 2 0
e Bias and fairness @

select all that apply:

P U b I i C O p e n L I Ce n S ed to O The system is equally available to all segments of the Bobustness ©
O The user is informed on the potential risks on huma

S O u rC e Ve rS i o n a CC re d it e d O Useful information about the design, testing, and de m"'f"h"“'

. for training the model) are provided in a clear and easy
a U d |t0 rS O Notification is provided in a clear and easy to unders
content, advice, outcome, or action.

Robustness ’ Explainability

A Responsible ; ;
Artificial Intelligence © RAl Institute 2 —— oataqusiy

fairmess and rights
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Building from existing work

e Fostered in an open source environment, we're not interested in re-inventing any wheels. Our key
priority is to make it as easy as possible for practitioners to build their Al systems in a responsible
and ethical way, from the start.

e Where possible, the responsible Al certification framework references existing policies, regulations,
principles, standards, tools, and industry best practices.

e We also think it's important to know how to be responsible given your context and your region, so

rules and best practices may change based on the environment.

177
'(@ l;é::Iaration de Montréal §§ GOOQ'C Al AI Canadlél

IA responsable_

OpenAl

OECD. Al

Policy Observatory

.||I

Al Fairness 360 Toolkit (AIF360)

@
h PARTNERSHIP ON Al

AI Responsible
Artificial Intelligence © RAl Institute 2021 | All Rights Reserved | Confidential | Do Not Use Without Permission
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How the Responsible Trust Index is Used

System: Automated Colon Cancer Screening System Organization: National Health Care Medical Lab

Dimension

Improvements because of Responsible Al Trust Index

Accountability

° Improved governance to provide review of system trade-offs

° Robust training of the system was implemented for users before deployment

° Ongoing monitoring for unintended outcomes including financial loss (eg. unnecessary lab time, false
positives, etc.) and reputation issues (eg. delay of particular ethnic group) was integrated into system
deployment

Bias and Fairness

° Above mentioned ongoing monitoring will look to see if there are anomalies in prediction system which the
system will learn from.
° Challenge function has been integrated for potentially wrong diagnosis

Data Quality

° Data collection, use, and distribution practices were drastically improved, for example, previously data
wasn't tested for bias, accuracy, et

12

Explainability and ° Counterfactual analysis was integrated into system review to have an improved understanding of how to
Interor ili the system makes deC|.S|ons.
terp etab ty ° Heat maps and other visuals were developed to demonstrate how the system operates.
° Clear consent for system users was developed.
Robustness ° Edge cases were considered to mitigate disruption of service
Responsible

Atrtificial Intelligence
Institute
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How the Responsible Trust Index is Used

System: Automated Triage of Claims Organization: Regional Insurance Company

Dimension Improvements because of Responsible Al Trust Index
Accountability ° Improved risk review of current process to understand issues that could be propagated
in automated decision.
° Integration of key processes like integration of logs built into the system to track activity
for future review and audits
° Implementation of a contingency plan when system isn’t functional

Bias and Fairness

° Simulation testing was done to understand unintended outcomes in various
implementation scenarios.
° Consideration of use with different users was integrated into development.

Data Quality

° Since historical data was used to train the model this was analysed for accuracy and
unintended biases to ensure system wasn't exasperating issues.
° Chose to limit testing of bias to reduce collection of privacy information.

Explainability and ° System owner has decided to keep information private for proprietary purposes,
Interpretability however, would be able to explain system operations for audit if required.
Robustness ° Edge cases were considered to mitigate disruption of service

A Responsible
Artificial Intelligence

== Institute
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Responsible Al Certification Mark

The concept of certification marks for the responsible and ethical use of Al has been raised by many organizations.

There are several ways such a program can manifest. Our approach is:
Scope

e Al systems (data, algorithms, processes)

e Complements doesn't duplicate other governance, legal, and risk evaluations
Key Audiences

e Companies committed to responsible Al
e Government procurement
e Small and medium businesses

e Regulators and international organizations

AI Responsible
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Guiding Principles

Robustness
Accountability
Bias & Fairness

Data Quality
Explainability & Interpretability

“Building a comprehensive and independent certification program that is
grounded in accepted principles, is practical & measurable, is

internationally recognized, and is built with trust & transparency.”

AI Responsible
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Dimensions of the Responsible Al Certification Mark

Assessment Components

A Responsible
Atrtificial Intelligence

I .
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Assessment Categories

Robustness Accountability

Oversight measures
and procedures
required for Al
systems recognizing
that they are

Bias and Fairness

Ensuring equity in
the implementation
of these systems.

Data Quality

Data is a
foundational aspect
of all Al systems. As
such, the efficacy
and operation of

Explainability &
Interpretability

Methods and
techniques used for
the Al system to be
understood by
humans.

complex systems these systems is
that have the dependent on good
capacity to change data.

or fluctuate.

Areas of Focus
Domain

Ensures compliance with relevant regulations and industry best practices for healthcare,
insurance, finance, privacy, and more.

Region

Applicable in the US, UK, Europe, Singapore, NZ, and Canada, with greater adoption to
come.

System type

Assessed by type of Al system to ensure the greatest effectiveness, like chatbots, facial
recognition, robotic processing automation, and more.

© RAl Institute 2021 | All Rights Reserved | Confidential | Do Not Use Without Permission
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Implementation Plan

01

0

0
0

A

Dec

DEVELOPMENT

WEF, Al Global, SRI, and the
working group creates and
maintains the certification
program.

ACCREDITATION

Working with international
accrediting organizations (e.g.
ANSI, SCCJ to certify third-pal
auditors.

CERTIFICATION

Third-party audits are completed to
certify Al systems.

MAINTENANCE

Certification for Al systems is
renewed regularly due to the
evolution of systems and standards.

Responsible
Artificial Intelligence
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2022
Nov Dec Jan

2021

Jan Feb Mar Apr May Jun Jul Aug Sep Oct

i initial development )
G 0 0 00 0 0000000000000000000000000 )

kick-off

global workshop #1:
initicl requirements for the
global certification

accreditation framework

. global workshop #2:
finalized requirements for
validation and accreditation

training and testing
GNNE" 0000000000000 00000

cerlification
program launch

.O......O.......Q)

@ initial phase
00

continuous activities
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Early Participant Organizations

INTERNET
INSTITUTE

Déclaration de Montréal
IA responsable_

)

%

\

..'li

o
@
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DATA

NUTRITION
PROJ=CT

Deloitte.

Interest generated from 80 survey responses:

22 organizations want to have their

products certified Responses came from people in:

24 organizations want to become e North America (US, Canada)

e Asia (India, Japan, Singapore)

e EU (UK, Germany, Netherlands,
etc)

interested in contributing their time and e Africa

certification partners

74 individuals and organizations are

or resources

Respondents have expertise in the
following key focus areas:
e Finance
e Technology companies (large and
small)
Media and networks
Labour
Regulation
Government

© RAI Institute 2021 | All Rights Reserved | Confidential | Do Not Use Without Permission 29



Part of the Responsible Al ecosystem

We know that rules don't solve everything, but they do help us navigate what and what not to do.

A comprehensive certification program will provide guardrails to mitigate harm, however, we continue to

work with practitioners and researchers to inform and mature our work.

Training,
education,
and skills
development

AI Responsible
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Resources

Website
° RAI Overview

Responsible Al Design Assistant
e Responsible Al Design Assistant Tool
e Launch of Responsible Al Certification Working Group

Responsible Al Certification Mark
e White paper - Creating a Responsible Al Certification Mark

Responsible Al Community Portal
e  Currently under construction but here are some useful Al Global documents
o  Where Al has Gone Wrong map and dataset
Responsible Al Documents visual and dataset

O
o Responsible Al Landscape Review
o Al Standards Review

Public Consultations
e UNESCO Al Recommendations Consultation report

Responsible Al Toolkit
e Draft Guidelines: Independent Review for Responsible Al Systems

A Responsible

=== Institute

Artificial Intelligence
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https://www.responsible.ai/about
https://oproma.github.io/rai-trustindex/
https://www.responsible.ai/news/81585ab8-5582-4fe7/
https://docs.google.com/document/d/1GrSUmNJeH6tjt2xTDgeIG06qzZsGKz_TmAGAjE81GnY/edit
https://ai-global-map.netlify.app/
https://docs.google.com/spreadsheets/d/1hUAGsMGT-tbcboF6zzbtFHowT9k0yKjjy7K8hfbEuG8/edit#gid=0
https://ai-global-bubble.netlify.app/
https://docs.google.com/spreadsheets/d/1KXVMgjclZvcoO1elkSS28d0f4evoCJs-24HvqifxBeA/edit#gid=26717652
https://docs.google.com/spreadsheets/d/1I0F2hR3ouxvhnAEfIfqkJjkm0JUwhVsYE35j8h1dJho/edit#gid=1554618505
https://docs.google.com/spreadsheets/d/12R4ztw7Ewz5KIGMWYFly1epZWtP-s0bMMdIx0FGftpg/edit#gid=0
https://docs.google.com/document/d/11g8EZeLhRT5fd6a987fRzuXPh2InSQw1d2867GAOMQ4/edit
https://docs.google.com/document/d/1lfEW_Gefj3h_DzeoDW9ysO4z__Nzkvw8arKbWuK6KHY/edit#heading=h.53vds2roxpjl

Questions

Do you want to learn more about Al Global?

Follow us: m r@

@responsible-ai-institute @responsible.ai @responsibleai

Email me: ashley@responsible.ai

A Responsible
Atrtificial Intelligence

I .

== |nstitute



Join us in building
a better world with
Responsible Al

responsible.ai
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Artificial Intelligence
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