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Adopting Responsible AI 
in Practice



2© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission

“the practice of designing, building and deploying AI in a manner that empowers people and business, and fairly
impacts customers and society — allowing companies to engender trust and scale AI with confidence.”

WORLD ECONOMIC FORUM, 2019
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Agenda

• Background

• Government of Canada Approach to Responsible AI

• Learning from Experience

• Building a Responsible Certification Mark for AI

• Q&A
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About Me

2008 2019

Data Driven 
Decision 
Making

Community 
organizing 

Corporate 
Governance 

Open 
Data  Open 

Government 

Data as a 
foundation for 
Digital Government 

Implementing AI 
Responsibly
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AI expected to add $15 Trillion to World Economy By 2030

“AI will be as transformative 
to human kind as fire and 
electricity.”
Google CEO

“Human-AI partnership can help solve society’s challenges 
and release human creative potential.” 
Microsoft CEO

“In five years every 
decision will be impacted 
by Cognitive Computing.”
IBM CEO
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Limitless Opportunities
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Diminishing Public Trust
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Contributing to Fear
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First Generation AI Policy

• Peer review
• Notice
• Human in the loop
• Explanation requirements
• Testing
• Monitoring 
• Training
• Contingency Planning
• Approval to operate the 

system
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Developing the Algorithmic Impact Assessment
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All Companies are Becoming Technology Companies
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We love technology, but recognize...

Sometimes it hurts people

● Incorrect identification 

through facial recognition

● Misdiagnosis of health issue

●  Biased prediction for:

○ jail sentence 

○ insurance rate 

○ access to credit 

○ health treatment

Sometimes it doesn’t get us (or see us)

● Gender and other minority bias 

for hiring practices 

● Lack of recognition by computer 

for:

○ people with disabilities 

○ people of colour

Sometimes it collects information about us 
without our explicit knowledge or 

permission

● Social networks 

● Contact tracing apps for health 

● Complex terms of service 

agreements 

● Automated purchases through voice 

recognition systems
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Why do we need Responsible AI?

● Trust in AI systems is at an all time low 
● Clear regulations aren’t in place yet
● There has been a significant response from 

companies, academics, and governments to 
better understand how AI can be responsible. 

● These responses have come in the forms of 
reports, research, principles documents, and 
tools. 

● While lots of good advice is readily available, 
it is difficult to navigate what to do.

● Finally, having a single framework would 
allow for a common understanding of what 
approaches should be taken by AI 
practitioners. 



14© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission

The Response
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A Plethora of AI Principals

● AI Global mapped over 90 
standards, policies, whitepapers, 
and frameworks

● Nesta is tracking AI Governance 
Tools, they currently have 256 
contributions 

● Oxford Internet Institute and 
Digital Catapult looked to create a 
common typology based on over 
100 documents

● Berkman Klein mapped 35 of the 
key policies and principles to find 
commonalities
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Responsible AI Landscape
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OECD Principles 

The Recommendation identifies five complementary values-based principles for the 
responsible stewardship of trustworthy AI:

● AI should benefit people and the planet by driving inclusive growth, sustainable 
development and well-being.

● AI systems should be designed in a way that respects the rule of law, human rights, 
democratic values and diversity, and they should include appropriate safeguards – for 
example, enabling human intervention where necessary – to ensure a fair and just society.

● There should be transparency and responsible disclosure around AI systems to ensure that 
people understand AI-based outcomes and can challenge them.

● AI systems must function in a robust, secure and safe way throughout their life cycles and 
potential risks should be continually assessed and managed.

● Organisations and individuals developing, deploying or operating AI systems should be held 
accountable for their proper functioning in line with the above principles.



18© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission

Responsible AI Trust Index - operationalizing the principles to protect the public



19© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission© RAI Institute 2021  |  All Rights Reserved  |  Confidential  |  Do Not Use Without Permission

Accredited Certification Program for AI

Many claims are 
made by companies 
and their systems 
are ethical and 
responsible 

However consumers 
still don’t trust AI.

Similar to other industries, verifiable 
accredited certification programs 
have helped consumers know what 
can be trusted.
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Certification Approach
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RAI Leading the Charge

Responsible AI 
Trust Index 

Responsible AI 
Certification Mark

Responsible AI 
Design Assistant

Public open 
source version 

Licensed to 
accredited 

auditors 
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Building from existing work 

● Fostered in an open source environment, we’re not interested in re-inventing any wheels. Our key 

priority is to make it as easy as possible for practitioners to build their AI systems in a responsible 

and ethical way, from the start. 

● Where possible, the responsible AI certification framework references existing policies, regulations, 

principles, standards, tools, and industry best practices. 

● We also think it’s important to know how to be responsible given your context and your region, so 

rules and best practices may change based on the environment. 
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How the Responsible Trust Index is Used
System: Automated Colon Cancer Screening System  Organization: National Health Care Medical Lab

Dimension Improooovvvvements because of Responsible AI ements because of Responsible AI ements because of Responsible AI ements because of Responsible AI TTTTrust Indexrust Indexrust Indexrust Index

Accountability ● Improved governance to provide review of system trade-offs 
● Robust training of the system was implemented for users before deployment
● Ongoing monitoring for unintended outcomes including financial loss (eg. unnecessary lab time, false 

positives, etc.) and reputation issues (eg. delay of particular ethnic group) was integrated into system 
deployment 

Bias and Fairness ● Above mentioned ongoing monitoring will look to see if there are anomalies in prediction system which the 
system will learn from.

● Challenge function has been integrated for potentially wrong diagnosis 

Data Quality ● Data collection, use, and distribution practices were drastically improved, for example, previously data 
wasn’t tested for bias, accuracy, et

Explainability and ● Counterfactual analysis was integrated into system review to have an improved understanding of how to 

Interpretability the system makes decisions.
● Heat maps and other visuals were developed to demonstrate how the system operates.
● Clear consent for system users was developed.

Robustness ● Edge cases were considered to mitigate disruption of service
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How the Responsible Trust Index is Used

Dimension Improovvements because of Responsible AI ements because of Responsible AI TTrust Indexrust Index

Accountability ● Improved risk review of current process to understand issues that could be propagated 
in automated decision.

● Integration of key processes like integration of logs built into the system to track activity 
for future review and audits

● Implementation of a contingency plan when system isn’t functional

Bias and Fairness ● Simulation testing was done to understand unintended outcomes in various 
implementation scenarios. 

● Consideration of use with different users was integrated into development.

Data Quality ● Since historical data was used to train the model this was analysed for accuracy and 
unintended biases to ensure system wasn’t exasperating issues. 

● Chose to limit testing of bias to reduce collection of privacy information. 

Explainability and ● System owner has decided to keep information private for proprietary purposes, 

Interpretability however, would be able to explain system operations for audit if required. 

Robustness ● Edge cases were considered to mitigate disruption of service

System: Automated Triage of Claims  Organization: Regional Insurance Company 
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Responsible AI Certification Mark

The concept of certification marks for the responsible and ethical use of AI has been raised by many organizations. 

There are several ways such a program can manifest. Our approach is:

Scope

● AI systems (data, algorithms, processes) 

● Complements doesn’t duplicate other governance, legal, and risk evaluations 

Key Audiences

● Companies committed to responsible AI 

● Government procurement 

● Small and medium businesses 

● Regulators and international organizations
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Guiding Principles

“Building a comprehensive and independent certification program that is 

grounded in accepted principles, is practical & measurable, is 

internationally recognized, and is built with trust & transparency.”
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Dimensions of the Responsible AI Certification Mark

Responsible AI Certification 
Working Group 27
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Implementation Plan
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Early Participant Organizations
Interest generated from 80 survey responses:

● 22  organizations want to have their 

products certified

● 24  organizations want to become 

certification partners

● 74 individuals and organizations are 

interested in contributing their time and 

or resources

Responses came from people in:
● North America (US, Canada)
● Asia (India, Japan, Singapore)
● EU (UK, Germany, Netherlands, 

etc)
● Africa

Respondents have expertise in the 
following key focus areas:

● Finance
● Technology companies (large and 

small)
● Media and networks
● Labour
● Regulation
● Government 
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Part of the Responsible AI ecosystem

We know that rules don’t solve everything, but they do help us navigate what and what not to do. 

A comprehensive certification program will provide guardrails to mitigate harm, however, we continue to 

work with practitioners and researchers to inform and mature our work. 

Standards and 
governance

Training, 
education,  
and skills 

development
Research
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Resources 
Website 
● RAI Overview 

Responsible AI Design Assistant 
● 
● 

Responsible AI Design Assistant Tool 
Launch of Responsible AI Certification Working Group 

Responsible AI Certification Mark 
● White paper - Creating a Responsible AI Certification Mark 

Responsible AI Community Portal 
● Currently under construction but here are some useful AI Global documents 

○ 
○ 
○ 
○ 

Where AI has Gone Wrong map and dataset 
Responsible AI Documents visual and dataset 
Responsible AI Landscape Review 
AI Standards Review 

Public Consultations 
● UNESCO AI Recommendations Consultation report 

Responsible AI Toolkit 
● Draft Guidelines: Independent Review for Responsible AI Systems 
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https://www.responsible.ai/about
https://oproma.github.io/rai-trustindex/
https://www.responsible.ai/news/81585ab8-5582-4fe7/
https://docs.google.com/document/d/1GrSUmNJeH6tjt2xTDgeIG06qzZsGKz_TmAGAjE81GnY/edit
https://ai-global-map.netlify.app/
https://docs.google.com/spreadsheets/d/1hUAGsMGT-tbcboF6zzbtFHowT9k0yKjjy7K8hfbEuG8/edit#gid=0
https://ai-global-bubble.netlify.app/
https://docs.google.com/spreadsheets/d/1KXVMgjclZvcoO1elkSS28d0f4evoCJs-24HvqifxBeA/edit#gid=26717652
https://docs.google.com/spreadsheets/d/1I0F2hR3ouxvhnAEfIfqkJjkm0JUwhVsYE35j8h1dJho/edit#gid=1554618505
https://docs.google.com/spreadsheets/d/12R4ztw7Ewz5KIGMWYFly1epZWtP-s0bMMdIx0FGftpg/edit#gid=0
https://docs.google.com/document/d/11g8EZeLhRT5fd6a987fRzuXPh2InSQw1d2867GAOMQ4/edit
https://docs.google.com/document/d/1lfEW_Gefj3h_DzeoDW9ysO4z__Nzkvw8arKbWuK6KHY/edit#heading=h.53vds2roxpjl
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Questions

Do you want to learn more about AI Global? 

Follow us:

Email me: ashley@responsible.ai

@responsible-ai-institute @responsible.ai @responsibleai
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Join us in building
a better world with
Responsible AI 

responsible.ai 
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Thank you
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